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Abstract

RELIABILITY OF COMPUTER
NETWORKS

BY
BARBARA AMINA M. AL-RAMADNA

SUPERVISOR
PROF. JAMIL AYOUB

In this thesis, reliability of packet switched networks subject to
random failure 1s considered.

Classical measures of reliability usually measure a connectivity of
some kind, or a probability that two nodes can communicate. Other
measures of reliability evaluate a performance measure of the network,
assuming no failures. Our model takes all of the above rehability
measures into account. It tries to be closer to reality since it depends on
the fact that when some of the links of a communication network féil, the
whole network does not stop operating, but continues to afford
communication E'it a performance measure which could be evaluated.

This performance measure depends on the routing technique used, and on

our assumption that the traffic is rerouted in the case of failure. In areal -

network, associated with each link is an availability, or a probability of

correct operation in the case of malfunction. Depending on the link
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availabilities, occurrence probabilities of a state of the network could be
calculated. Such a state could be a no failure state, 1.e., a state where no
links fail, or a single failure state; where one link fails, ...etc., up to where
all links of the network fail. In our work, the adopted reliability
performance measure, is the network average delay, which is calculated
for each of the no failure, single failure, and two failure states. The
routing model used depends on shortest path routing where shortest refers
to the path with the highest availability. Our model uses the most reliable
path as a primary path and the second most reliable path, which serves as
a backup path in the case of overload conditions in an attempt to
minimize the network average delay. After solving a particular network,
and calculating its performance measure for the various states considered,
the average delay over all states can be calculated. Our algorithm was
tested on several different networks. The effect of loading, and
availability on network average delay was studied. Also the effect of the
size of the network was considered.

The algorithm gives a good and close to reality performance
measure, which could be used to measure the performance of Opérating

networks, and in the design of communication networks.

All Rights Reserved - Library of University of Jordan - Cehter of Thesis Deposit



Chapter One

Introduction

1.1 Introduction

In this thesis, we present a new reliability model for packet switched
networks. Classical measures of reliability usually calculate the probability
of obtaining service between a pair of nodes, that 1s, the probability of a
pair of nodes being able to communicate (Aggarwal et al.,1981),
(Ball,1979).

Other known measures of reliability calculate a specific network
performance measure, such as network average delay as in Kleinrock
(Kleinrock,1976), which is the time spent by all messages in the network.
However, this performance assumes no failures in the network.

QOur reliability, or performance measure 1s intended to be closer to
reality as it takes into account the network remaining connected, and being
able to provide service in the case of failure. The performance measure
which is average network delay according to Kleinrock is evaluated for the
network assuming no failures, and for the failure states which are most
lik_ely to occur. The reliability measure adopted is the average of this delay

over all states considered.
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A network consists of links, and nodes. -Chapter one describes graph
theoretic concepts which are necessary for our work. Chapter two
describes switching.- Associated with each node and link is a probability
of it remaining operable. Thus, under the assumption of random failure, a
network can take on any of a number of states, with each state having a
certain probability of occurrence as will be explained in chapter three.

We have considered all the states judged to be the most probable that
the network finds itself in. These states include all states with one link
failing at a time and two links at most failing at a time. The performance
measure which is the network average delay using Kleinrocks delay, was
then evaluated. This is done by taking into account the ability of the
network to reroute traffic in the case of failure. A routing policy was
adopted which depends on choosing the most reliable path under normal
operating conditions, and taking the second most reliable path as a backup
in the case of overflow as explained in chapter four.

In chapter five, the results of tests in applying our reliability algorithm
to sevéral networks of varying sizes were demonstrated. The effects of
loading and link availability on the average delay were studied and
dopumented. The restriction of the state space to those judged as the most

probable states was also justified and demonstrated.
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1.2 Graph Theoretic Concepts

A communication network consists of transmission links that connect
locations such as switching centers, concentrators, or terminals. This
network 1s modelled by a graph consisting of a finite set of nodes
representing the switching centers which are connected by lines, called
links, which represent the transmisston links (Cravis,1981), (Bertsekas et

al.,1987). Fig. 1.1 is an example of a graph.

Fig. 1.1 Graph.

In this graph, we have the set of nodes {1, 2, 3, 4, 5} and the set of
node pairs (links) {(1, 2), (2,3), (2,4), (1,4), (3,4), and (3,5)}.

If the set of nodes i1s N and the set of links is L, we will refer to the
graph as G (N, L). Graphs could be directed or undirected. The graph in
Fig. 1.1 is undirected, that is each link is arranged for communication in
both directions. Fig. 1.2 is another example of an undirected graph

representing only one link (3, j) or §j, i} with i and j being node numbers.
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Fig. 1.2 Undirected graph.

A directed graph or digraph is a finite nonempty set N of nodes and a
collection L of ordered pairs of distinct nodes from N; where each ordered
pair of nodes (7, j) 1s arranged for communication from node 7 to node
with an arrow placed on the link to indicate that direction, as Ishown in

Fig.1.3,

OO

Fig. 1.3 Directed graph.
w
A route in an undirected graph from J to j is a subset of L whose
members can be arranged in an ordered list (7, i), (i;, i3, ... (i, j} with the
following properties:
1- iappears only as one end of the first link, and ;/ appears only as one end

of the last link.
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2- If k =2 1, every other node i;, i, .., i; appears exactly twice, as the
common end of some link in the list and the link immediately following
it

A graph 1s connected 1if, for any distinct nodes ¢ and J, there is a route
from i toj. A disconnected graph has no route between at least one pair of
nodes ¢ and /.

A component of G Is a maximal connected subgraph G’, such that no
other subgraph that contéinﬁ G’ 1s conﬂected.

A link cut-set of G is a minimal set of links 1" which is a subset of the
links L of a connected graph G; such that removing the links in L’ results in
a graph with two or more componen';s, and no subset of L' other than L’
itself has this property.

A node cut-set of a connected graph G, 1s 2 minimal set of nodes N’

which is a subset of the nodes N, such that, removing the nodes in N’

results in a graph with two or more components, and no subset of N’ other

than N’ itself has this property.

1.3 Connection Matrix
If a graph G (N, L) contains n nodes, it can be described by the
n-by-n connection matrix A whose element in the ith row and jth column

a;=1 if there is a link (7,j) or a;=0 if there 1s no such link. For undirected
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graphs A is symmetric, that is, aj=a;. For the graph of Fig. 1.1. The

connection matrix is shown below:

010 10
10110
A=10 1 0 11
11100
00100

1.4 Routes

A problem in communication networks is to find one or more routes
between a specified pair of nodes, or between all pairs of nodes, subject to
certain constraints, such as cost, delay, network congestion, or the user
requested quality of service. Disregarding constraints the number of routes
depends on the number of nodes. For a completely connected graph with »

nodes, the number of routes for any node pair approaches e™*'

, where
e=2.718...(Cravis,1981). Completely connected means that there exists a
link between each pair of nodes in the graph. Fig. 1.4 is an example of

such a graph.
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Fig. 1.4 Completely connected graph.

1.5 Weights

It is common in graphs to assign to each link a real number called its
weight. For example, the weight may be the length of the link, its cost, its
transmission capacity, transit delay, or any other useful quantity. Weights
are shown as numbers next to the links, as in Fig. 1.5. For example link
(2,4), has weight 3. In an undirected graph, link (i, j) and link (7, i), are the
same. Also, the weight of link (7, j) and that of link (j, i) is,the same. Thus

if w;; is the weight of link (%, j), one has wi=w;. Also w;=0.

Fig. 1.5 Weighted graph.
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The weight of a route is the sum of the weights of its links. For
example, in Fig. 1.5, the route (1, 2), (2, 4) from node 1 to node 4 has
weight 5, and the route (1, 4) has weight 6.

We will assume that a link weight is a nonnegative quantity. A simple
special case 1s where the weight of each link is 1; the weight of a route is
then the number of links it contains.

In our present work, we will deal with a connected graph G (N, L)
having a set of nodes, N, and a set of links, .. Each link (i, j) has a weight
w;;, with wi=w;iz 0, and w;=0; if there 1s no link (i, j), wy=0. “Length”
usually 1s a synonym for “weight”, and “shortest” is a synonym for
“minimum weight”. In describing a route, the triangle inequality,
di+djx>dix for distinct i, /, k nodes, does not necessarily hold.

The weight measure used in this thesis means that, for example, if for
each link, pj; is the probability that the link remains operable in the face of
possible destruction 6r malfunction, and when we define a weight
wij = -logpjj, then a mimmum-weight route is one with the highest
probability of being operable, assuming that this probability for a route is
the product of the link probabilities. These concepts will be considered

more formally in the sequel.
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1.6 Shortest-route Weight Matrix and Successor Node Matrix

For a graph G(N,L), the shortest route length matrix S is a symmetric
n-by-n matrix whose i, jth element s;; equals the length of the shortest route
between node / and ;. The successor node matrix R, is a n-by-n matrix
whose i, jth element r;; equals the successor node of i in the shortest route
between { and /. In the definition of a route between / and /, in Section 1.2,
the successor node of i i1s the node following i in the list of links, i}, i, ...,
i It is possible for i; to be eciual to J.

For the example of Fig. 1.5, the shortest route length matrix S and the

successor node matrix R are given below:

195731

0 2 3 5
: 2 05 3
8=

3 503

5330

0 2 3 2

1 01 4
R =

110 4

2 230

1.7 Node-Disjoint and Link-Disjoint Routes

If each route, in some set of routes between nodes i and ; , passes
through one or more of the same intermediate nodes, service on all the

routes is interrupted if messages cannot get through any of the common
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nodes, by reason of damége or unavailability. Similarly, if several routes
contain one or more links in common, service on all the routes is
nterrupted if any of the common links fails. This leads to what is called
node-disjoint routes (Cravis,1981), that is, those routes that pass through no
common nodes except / and j, and link-disjoint routes where no links are
shared among the routes.

In some analysts methods, it is generally it is not only required that
routes have a disjointness property, but also that they meet some additional
constraints. For example, if we need just two routes between nodes i and I

we usually use (1) the shortest route, and (2) the shortest route that is node-

disjoint from (1).
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Chapter Two

Switched Networks

2.1 Switching

Communication in computer networks means that one network user
should be able to exchange information with many other users. This is
implemented by transporting bits over the network. The objective of the bit
transport is connectivity. Thus, it should be possible to route the bits of
one user to all other users. The property of being able to vary the path
followed by the bits is called switching. The objective of switching is to

share hardware resources while achieving connectivity (Walrand,1991).

2.2 Circuit Switching

i

In circuit switching the actual physical electrical path or circuit
between the source and destination nodes must be established before data
can be transmitted. After the establishment of the connection, the use of
the circuit is exclusive and continuous for the duration of the information
exchange. When the information has been transferred, the circuit is
disconnected and the physical links between the nodes are ready for usé by

other connection.
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Circuit switching is mostly used in telefio=—=——"—="

for information-transmission, this type of swicr™ ——
expensive, and inefficient, since the total crarm=- —

during the transmission. Examples inclide rir —— —

and character-by-character terminal comxmunic:

once a connection is established, deliver: is viz— ——

are small, and communication takes place mres ;. = — —

2.3 Message Switching

In this switching method, no dedicz=zs pp< ———-.

advance between sender and receiver. I=2ec - T T

forward technology. When a node has a zzssae :=——

J

in the first switching office and then for=rdzt ix

The message hops from node to node. £ 2acs .=

received, 1s inspected for errors, and i =mpea:

storage until a link to the next node 1s avazole {e— ==

In message switching, the message = = sie=————"=—

For example, in an electronic mail syste z wea=——=

document sent from one user to another = = pi— ——

between two or more users, a message:-: smie= =

from one participant to another. A ms==

system could be a single figure, image s mgr=
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messages as one complete unit is generally not done because large storage
capacities must be available at each node to buffer these long blocks. As a
result, a single message block can tie up an internodal line for many
minutes. Therefore, long messages are normally broken up into shorter bit
strings called packets. These packets are then sent through the network as
individual units and reassembled into complete messages at the destination
station. This leads to what is called packet-switching. On the other hand in
message—sWitchilng, no real end-to-end path is created. This makes good
use of the communication channels since no resources need to be reserved

until the channels are available.

2.4 Packet Switching

Packet-switching 15 very similar to message-switching. A packet-
switching system accepts packets from an information source, stores them
in buffer memory, and then forwards them to the next packet-switch where
the same store-and-forward operation oécurs. The only difference is that
the maximum length of any packet is generally very short (1000 to 5000
bits) and therefore does not encounter a long transmission delay as it
propagates through the store-and-forward network (Keiser,1989).

The two techniques for sending packets from node to node in a
packet-switching system are the datagram method and the virtual-circuit

method. In a datagram transport, the successive packets are sent

All Rights Reserved - Library of University of Jordan - Center of Thesis Deposit



-14-

independently of one another. It is therefore possible for different packets
from the same file to follow different paths in the network and for those
packets to arrive in an order that differs from that in which they were
transmitted. Each packet is supplied with a sequence number, in order to
reassemble them at the receiver side. In a virtual-circuit transport, the
different packets that are part of the same infonnatic;n transfer are sent

along the same path; the packets follow one another as if they were using a

dedicated circuit even though they may be interleaved with other packet

streams (Walrand,1991).

Datagram packet-switching is simiiar to message-switching, in that
there is also no need for a call set-up procedure. However, datagram
packet-switching 1s significantly faster than message-switching which
makes it suitaﬁle for interactive traffic. This is because an upper limit is
placed on packet size so that no user can monopolize any transmission line
for more than a few tens of microseconds. Another reason is that each
node along the route can forward any packet of a multipacket message as
soon as it arrives; it does not have to wait for the next packet. This reduces
delay and improves throughput. Datagraml packet-switching is efficient
with short messages and for networks where user flexibility is desired
(Keiser,1989).

Virtual-circuit packet-switching is similar to circuit-switching in that a

circuit route must first be established. This is initiated by a call-request
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packet. The virtual circuit is established once a call-accept packet_from the
destination node arrives at the source node. When established, the message
1s transmitted in packets (Keiser,1989).

Every packet experiences some processing delay at each node in the
path because of the queuing process. This delay 1s variable and becomes
longer when the network gets more heavily used. Virtual-circuit packet-
switching is used in interactive traffic. It s efficient for long exchanges of
messages and for relieving stations of processing burdens (Keiser,1989).

Packet-switching 1s commonly used for terminal-to-computer and
computer-to-computer communications. Here the information exchange is
viewed as a process wherein bursts of iqformation occur with a high peak-
to-average rate. Examples of this are point-of-sale system, inquiry-
response systems, remote Itime sharing services, and electronic message

systems (Keiser,1989).

2.5 Routing in Packet-Switched Networks

In a packet-switched network all data to be transmitted is first
assembled into one or more message units, called packets, by the source
node. These packets include both the source and destination node netwo'rk
addresses. They are then passed bit serially by the source node to jts local
packet switching exchange. On receipt of each packet, the exchange first

stores the packet and then inspects the destination address it contains. Each
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packet switching exchange contains a routing directory specifying the
outgoing links to be used for each network address. The packet switching
exchange forwards the packet on the appropriate link at the maximum
available bit rate. Similarly, as each packet is received and stored at each
intermediate node along the route, it is forwarded on the appropriate link
interspersed with other packets being forwarded on that link. At the
destination packet-switching exchange, determined by the destination
address within the packet, the packet is finally passed to the destination
node (Halsall,1995).

A number of packets may arrive simultaneously at a packet-switching
exchange on different incoming links and each may require forwarding on
the same outgoing link. If a number of particularly long packets are
waiting to be transmitted on the same link, other packets may experience
unpredictable long delays. To prevent this and to ensure that the network
has a reliably fast transit time, a maximum length is allowed for each
packet. Therefore, in packet-switched networks a message-submitted to the

node, is first divided by the source node into a number of smaller packet

units before transmission. These smaller units are reassembled into a .

single message by the destination node (Halsall,1995).
Another feature of packet-switched networks, is the application of
sophisticated error and flow control procedures on each link by the network

packet-switching exchanges. Therefore, the class of service provided by
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packet-switching i1s much higher than that provided by circuit-switched

networks. A packet switched network is shown in Fig. 2.1.

A
[

T~

D PSE PSE C

E PS PSE B

PSE: Packet-switching exchange

Fig. 2.1 Packet-switched network.
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Chapter Three

Reliability of Networks

3.1 Definitions

Reliability is a connectivity measure thaf is the ability of a network to
continue to afford communications routes between sdme nodes when other
nodes or links have failed. There are two kinds of reliability measures:
Deterministic and Probabilistic. Deterministic measures depend on the
structure of the network whereas probabilistic measures depend also on the
probabilities of failure or availability of nodes and links.

One of the deterministic measures of reliability is cohesion. If / and j
are distinct nodes of a connected graph G(N, L), then an i, j link cut-set of
G.i.s one whose removal results in a graph with two components, one
001-_1.|taining, i and the other containing j. If vy 1s the minimum number of
lmks that must be removed to break all routes between i and j, then the
cohe;ion of G is the minimum of v; for all node pairs, and is denoted by v.
I[II‘I'IO‘l:I-IGI‘ words it is the minimum number of links that must be removed
from G to break all routes between at least one pair of nodes.

Another measure 1s connectivity. An i, j node cut-set of G 1s one

whose removal results in a graph in which i and ; are in separate

components. If w; is the minimum number of nodes in an i, j cut-set that
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must be removed from G to break all routes between i and j (it 1s also the
maximum number of node-disjoint routes between / and j), then the
connectivity of G, denoted by w, is the minimum of wj; for all node pairs.
It 1s the mintmum number of nodes that must be removed from G to break
all routes between at least one pair of nodes (Cravis,1981).

An alternative approach to reliability is to assign failure probabilities
to all network elements (nodes and links), and evaluate the probability that
a given pair of nodes becomes disconnected. The difficulties involved in
this approach when trying to obtain exact solutioné, is that suppose that
there are n failure-prone elements in the network. Then, the number of all
distinct combinations, or states, of surviving elements that need to be
considered is 2" (Bertsekas et al.,1987). Let Sk denote the kth combination
of the network elements, and P, denote the probability of its occurrence.
Tﬁen_ the probability that the network remams connected is

P =Y P ;where C is the set of combinations of surviving elements for

5.2C
which the network remains connected. Thus, evaluation of P involves
some form of implicit or explicit enumeration of the set C. This is, in
_general, a very time consuming procedur_e. However, shortcuts and
approximations have been found making the evalvation of the survival

probability P, feasible for some realistic networks (Bertsekas et al.,1987).
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An example is the problem of calculating the terminal reliability for a
particular node pair s, #; that is, the probability Qy that at least one operable
route exists from s to ¢ (Cravis,1981).

An alternative approach calculates bounds on reachability, or
connectedness. Another approach evaluates a lower bound for P; by
ordering the possible combinations of surviving elements according to their
likelihood, and then adding Py over a subset of most likely combinations
from C (L1 et al.,1984)1 A similar‘ approach using the complement of C
gives an upper bound to P; (Bertsekas et al.,1987).

Li and Silvester (Li et al.,1984) presented a solution technique which
is not doomed by the state space explosion. Instead of enumerating all
possible fail states, only the most prdbable states are considered. Since the
network operates in these states most of the time, one can get upper and
lower bounds, and hence, a good approximation of the network
performance without having to analyse all possible states. This 1s

explained in section 3.2 below.

3.2 Liand Silvesters Approach (Li et al.,1984)

In this approach rather than enumerating all possible fail states, -a
state of a network is the condition of the network at any moment in time,
where it contains both faulty and operable components. A network of L

fault prone links has 2" states.- Only the most probable states, say the m
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most probable states in a network with n failure-prone components
sufficient to cover a high proportion of the total state space are considered.
Bounds can then be given on the performance measure or a probabilistic

statement can be made about it.

3.2.1 The Reliability Model

For a network with »n unreliable components, the following
assumptions can be made.

1- Component 1, for i = 1, ..., n 1s in the operational mode with

probability p;, and in the failed mode with probability q;= 1-p;.

2- }é <p <li=1..n.
The states of the system are denoted by Sy, k=1, ..., 2"

The occurrence probability of Sy is given by

P(S,) = pri(qi /p)" ) = [ﬁpiJ[f[RI“‘S*’J (Eq. 3.1)

i=] j=l
where,

0 if comﬁonentiis operational in state S
T80~ ; *

1 otherwise

R-.=% i=1,2, ...,n R;2R,> ... >R,
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The most probable state, Sp, corresponds to no failures, and the next
most probable state is the one in which the mode of exactly one component
has changed (from operational to failed). This component is the one with
the largest Ry, i.e., component 1. The states (Si) are generated in order,
according to their probability of occurrence. This approach allows bounds
on any performance measure for any failure probabilities.

Let X be the performance measure of interest, and suppose that it
takes on the value X(8k) Qhen the néhwork 1s in the state Sx. This
performance measure could be a connectivity measure, or any other

performance measure like delay. Then another assumption is
X (S2") < X (Sx) £ X (So) k=1, ..,2"%1, (Eq. 3.2)

where S;" corresponds to the state when all components have failed, i.e.,
the network performance is best when no components have failed and
worst when all components have failed. |

E[X] is the expected value of the performance measure, where we are
averaging over all possible states, is of interest. Upper and lower bounds
onl E{X] are defined. When the m most probable states are considered,
Xuy(m), and X (m) are defined as the upper and lower bound on the

performance measure. The performance measure of interest is evaluated by
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an appropriate algorithm for Sp up to Sp,. The lower and upper bounds are

thus,

X (m)= iP(Sk)X(Sk)+[1-iP(SK)JX(Sz") (Eq.3.4)

Xy (m)= 3 P(S,)X(S, ) {1 -3 P(S )]X(so)

This approach works for any failure probabilities, and it allows
bounds to be obtained on any performance measure. Those bounds rapidly

converge as additional states are considered.

3.3 Delay (Kleinrock’s Model)

The performance measure we will consider in this section is delay.
Kleinrock (Kleinrock,1976) determined the average message delay for all
messages in a communication network. Before considering delay, the
following assumptions and definitions must be made.

Assumptions: (The Single-Server Queue). Our starting point is to
consider a network model with M-channels, N-nodes to be used for
messaée switching communication. The M communication channels are

assumed to be noiseless, perfectly reliable, and to have a capacity denoted
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by C; (bits per second) for the ith channel. The N nodes refer to the
message -(or packet)- switching centers (IMPs: Interface message
processors), which are generally computers to route messages through the
network. It 1s assumed that the nodal proc‘essing times are constant with
value K (assumed negligible). In addition to channel queuing and
transmission delays, in high-speed networks spanning larg;e geographical
regions, it may be important to include the propagation time T,

Traffic entering the netw‘ork from external sources (HOSTS) which
are computers, terminals, or local area networks, forms a Poisson process
with a mean v; (messages per second) for those messages originating at
node / and destined for node ;. The total external traffic entering or leaving

the network is defined by
=X 2, (Eq. 3.5

‘Message are assumed to have lengths that are drawn independently
from an exponential distribution with mean 1/ (bits). And nodes are
assumed to have unlimited storage capacity. For the analytical results
messages are assumed to be directed through the network according to a
fixed routing procedure. Each channel in the network is considered to be a

separate server. One node 1s isolated as shown 1 Fig.3.1
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queue of messages Unidirectional Link

M/M/1 system ——» O >
Arrival rate = A message per second
M: Poisson nature of the distribution of message arrivals.
M. Negative exponential distribution of message lengths.

1 : The number of servers.

Fig. 3.1 Single-Server Queue.

Consider messages that are queued for transmission outward from this
node on one unidirectional link, which is the “server”. Assume that the
arrivals of messages at the node have a Poisson distribution. Thus, the

probability that exactly j messages will arrive in an interval of 7 seconds is
P,(1) = (M) exp(-At)/ I, =0,1,2,.. (Eq. 3.6)

The interarrival times between successive message arrivals have a
negative exponential distribution with mean 1/A seconds. The average rate
of message arrivals, the thronghput, is A messages per second. The service
time, for a message b bits in length i‘s b/C; seconds.

Another assumption is that the stored messages are served, that is,

transmitted, in order of their arrival; this is the first-in, first-out (FIFO)
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queue discipline. Also, nodes are assumed to have an arbitrarily large
amount of storage for messages in queue. A and p are assumed to be
constant, not dependent on the time. Furthermore, we assume that the
system 1s in statistical equilibrium, which has been attained by allowing
messages to queue up and to be transmitted on the link for a time that is at
least several times the average message service time 1/Cp seconds.

Since each channel in the network is considered to be a separate
Server, Iét A; be the average number of messages per second which travel

over the ith channel. The total traffic within the network is defined as

5]
A=> A . A model of a communication network is shown in Fig.3.2.

i=1

Backbone

Network ith channel
A
B
D
1,2,3,4 : Switching centers (IMP's), Nodes
Ty : Traffic {messages) entéring the network originating
at node 1and destined for node .
A : Messages per second which travel over the ith channel. |

A, B, C,D: Hosts

Fig. 3.2 Communication network. .
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3.3.1 Average Time in the System

Accqrding to Kleinrock, the message delay is defined as the total time
that a message spends in the network. The average message delay is
T=E[message delay](Kleinrock,1976). This is our basic performance

measure. Define the quantity-

Zi; = E [message delay for a message whose source is / and whose
destination is j]

This means T = Z Z Eq. 3.7

where T is the average time in the system for all messages which travel
through the network, since the fraction y/y of the total entering message
traffic will suffer the delay Z;j on the average.

Assuhing a fixed routing procedure, the average rate of message flow,
i, on the ith channel is equal to tile sum of the average message flow rates

of all paths that traverse this channel,

A=Y Zyﬁ Eq. 3.8
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where =ij 1s the path taken by a message originating at node ¢ and destined
for node J, 1.e., the ith channel of capacity Ci is included in the path mij if
the message passes through that channel.

This means that Z1j 1s the sum of the average delays encountered by a
message in using the various channels along the path n;. The individual

channel delays, that is, the average time in the ith channel is
Ti = E [Time spent waiting for and using the ith channel]

Thus,

Z,=3'T Eq. 3.9

y

i: (:i € W

The average delay in the network is

T=% 3 Yiyg Eq. 3.10
=2 X ouT q.3.1

i=1 =t
i Gem,

Exchanging the order of summations yields

All Rights Reserved - Library of University of Jordan - Center of Thesis Deposit



-29.

- 3Ly Zyu Eq.3.11

-lTl
IJCEﬂij

Using Eq. 3.8 yields

=2 Eq. 3.12

i
-<!

This means that the average message delay is composed of its single
channel components the delays, Ti.g,.Thereforé:, our analysis reduces to the
calculation of T;.

Considering the ith channel as an M/M/1 system with poisson arrivals
at a rate A; and exponential service times of mean 1/uC; sec, using Little’s

result the average time in the ith channel 1s (Kleinrock,1976)

T, = Eq. 3.13
T h q ;
Using Eq. 3.12 we obtain
M A, 1 '
é 'Y[U—Q‘M:' ' a

In generating this result we have assumed the nodal processing time

K=0, and the propagation dela); T,=0.
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3.3.2 Extension of Kleinrock’s Model

Kleinrock’s model of a message-switched network, can be extended to
apply to packet-switched networks (Cravis, 1981).

The single-packet case

For a message that consists of a single packet, the average time in the
system has two components: the service time, which is the sum of the
times it takes to transmit the packet on each link it traverses in the
backbone nefwork, and the delay timé, which ishtheh sum of the delays that
the packet experiences at each node waiting for a link to become available.
Retaining the assumptions of the single-server queue, and assuming
Poisson arrivals of packets, and a negative exponential distribution of
packet lengths, the packet transmission time on link i is 1/uC; seconds. The
delay time at a node 1s ©=(A/nC)/(UCi-A;), where now 1/u is the average
pacKet length in bits, C; is the capacity of link / in bits per second. “}; is the
arrival réte of packets at link 7 in packets per second.

In a packet-switched network there are a significant number of control
or;overheéd packets transmitted such as for acknowledgements of correct
fec;ipt of data packets, that are shorter than data packets. To take this into

account let 1/u°  be the average packets length, both control and data.
Also let A" be the total arrival rate of both control and data packets, at link

i. Assume that the single-server queue assumptions apply to the mixed
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stream of control and data packets, then the average delay for all packets
traversing link 7 is

Wi' _ (X: /p Ci’)
(TS

(Eq. 3.15)

We must also include the link propagation time, and the nodal
processing time, which are both greater relative to the service time in
packet switching. Assume that the link propagation time is Py;, seconds for

link 1 and the nodal processing time is K seconds per node. Therefore the

average time in the system for a single-packet message is:

T =K +i[’“ﬂ[[LJ SWAT, +K} (Eq. 3.16)

ke,
where v 18 total arrival rate of data packets into the backbone network. M is
the number of links in the network. The extra delay outside the summation
accounts for each packet’s traversal of a number of nodes that is one

greater than the number of links it traverses.

The above equation is quite complex. For the ARPANET for

example, which 1s a pa(_:ket-switched network in the United States,
developed by the US Dept. of Defence Advanced Research Projects
Agency (DARPA), as an early internet, used to interconnect the computer
networks associated with a small number of research and university sites.
Since that time, the internet has grown steadily. There are now a large

number of workstations, and several thousands networks/subnets.
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ARPANET is now linked to other networks. The combined internet, which
is funded by a number of different agencies, is simply known as the

Internet (Halsall, 1995).

We can neglect the W/ terms. We can also assume that the link

capacities are all the same, C=C. Then the above equation reduces to

(Cravis,1981):

n A
T, = (n+l)K+[E]+Z[7JTp . - (Eq.3.17).

n may have a value in the range of 1 to 10 For the ARPANET n=3.31. K
the nodal processing time depends on the speed of the nodal processor. T,

the propagation time depends on the properties of the links and their

lengths.

3.4 Delay as a Performance Measure

The delay for a network with fixed topology (no failures) as shown

above 1s

i (Eq. 3.18)

In deriving Eq. 3.18, we have assumed zero processing and
propagation delays, since both the processing time and the propagation

time depend on both the characteristics of the switching centers, and on the

All Rights Reserved - Library of University of Jordan - Center of Thesis Deposit



=33 -

characteristics of the transmission links used. Thus, the K and T, terms in
Eq. 3.16 differ depending on the particular network used in performing the
tests.

By setting T, = 0, and K=0, Eq. 3.16 reduces to

T, - i[%{[i} +wg} (Eq. 3.19)

the same assumptions were made in (Gavish et al.;1992), (Thaker et
al,1986). 2

Another assumption mlade to arrive at Eq. 3.18 is considering u equal
the average packet length (Kleinrock,1976), that is, the average length of
both the acknowledgement and information packets, i.e., p=p'. Thus, Eq.
3.19 1s reduced to Eq. 3.18.

In our analysis we have considered single-packet messages, that are
messages which require no more than one packet, this was done due to the
close agreement between theory and practice; since most of the traffic in a
real network 1s composed of single-packet messages (Kleinrock,1976).

This formula can then be used to determine the delay in each of the
fail states. This delay is the performance measure we will consider.

The following bounds can be defined on T (the expected value of the

average delay over all states):

Lt
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T, (m) = Y P(ST(S, ) + [1 -3p(s, )}T(so) (Eq. 3.20)

k=l

T,(m) = i PSOT(S)+ [l - i PES, ))T(Szn )

where m is the number of states considered. P, T, and Sx as previously

defined in section 3.2.1.

The “failed mode” in this case corresponds either to the total loss of

the link, or reduction in capacity due to noise or jamming. In either case,
T will be infinite for values of y greater than the throughput that can be
supported by the network, and thus does not give much information. In
particular, if failure corresponds to total loss of use of the component, then
T is always infinite.

However if the network is at least connected in all states, the

following estimator T, for the network average delay over all states can be

used (L1 et al.,1984):
O RREIIE)
T,o=8H (Eq. 3.21)
> P(S,)

where T(Sy) is the delay found for the state Sy. This ts only useful as a

performance measure if the state changes are occurring rapidly.
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Another approach is to study the distribution of network average
delay. Define the probability distribution function for the network average

delay to be Fr(t). Define (Li et al.,1984)

E ()= P(S,)
S, T(S, )<t (Eq. 3.22)

k<m
where F_(t) is the probability distribution function considering only sm

states.
Then
() 2 F, (1),

ie., F ¢ is a lower bound on the distribution function for the network
average delay.

In our approach, the performance measure of interest, which is
network average delay T will be averaged over all states considered using
Eq. 3.21 in order to get a reliability measure of interest.

Using Eq. 3.22 , the distribution of the network average delay will be

studied to see if the number of states we considered is adequate to cover a

large portion of the state space.
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Chapter Four

Average Network Delay Algorithm

4.1 Our Model

The network contains switching centers and communication channels.
This can be formalized into a graph G(N, L) where N, the set of nodes, 1s
the collection of switching stations, and L, the set of links, 15 the collection
of _communication channels. Assume that only links are apt to fail. Also
assume independence of link failures.

To find our performance or reliability measure for any packet-
switched network subject to random failure, our algorithm implies
performing the follovﬁng steps:

I: Using a routing algorithm the link flows A; are found by applying Eq. 3.8

fo_r .the no failure and for each of the fail states. We will consider the

| si_ngle fai}ure states, 1.¢., one link failing at a time, and the two failure
sta';es, 1.e., two links failing at a time. |

2- The link flows A; are used to find the network average delay for each

of the states: no failure state, single failure states, two failure states,

using Eq. 3.18.

3- The network average delay over all states will be found.
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Also, the network average delay can be considered as a random
variable which varies depending on which state the network is in (L1 et
al.,1984). We can study the distribution of network average delay, for a
network subject to random failure.

To find the link flows for each of the states, only the m most probable
states will be considered.

The network average for every state is enumerated using Kleinrock’s
delay formula. 1.e., Eq. 3.18 1s evaluated. |

With respect to the delay evaluation for every failure state, this
evaluation will be greatly affected by the routing and the rerouting policy.
We assume that the traffic otherwise lost in the failed link will be rerouted
instead.
| When link availabilities are high, there is no need to use the L1 and
Silvester’s algorithm for partial state enumeration which generates the m
I‘no’st probable states, and orders them according to their probability of
occurrénce. Since the no-failure and single failure states are the most
probable ones and cover most of the state space as will be shown in chapter
five. The above method works well whén the network links have high
availability, and the network itself is small. But if the link availability
decreases, or if the network is large, more than one failure may occur at the

same time. To increase the accuracy of our work we will consider the
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states where one, or at most two links will fail at a time, and apply 1t to

networks of various sizes.

4.2 Routing

In order to explain our model further, some definitions concerned with
routing must be made.

The real function of the network layer is routing packets from the
source machine to the destination machine. The routing algorithm 1s that
part of the network layer software responsible for deciding which output
line an incoming packet should be transmitted on (Tanenbaum,1996).

In packet-switched networks, if the network uses datagrams, this
decision is made each time a new data packet arrives. In virtual-circuit
connections, routing decisions are made gnly when a new virtual circuit is
being set up. After that, data packets just follow the previously established
route, i.e. a route remains in force fc;r an entire user session.

Routing algorithms can be grouped into two major classes:
nonadaptive and adaptive. Nonadaptive algorithms do not base their
routing decistons on measurements or estimates of the current traffic and
topology, instead, the choice of the route to use to get from 1 to j 1s
computed in advance, off-line, and downloaded to the IMPs when the

network 1s booted (Static routing).
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Adaptive algorithms, attempt to change their routing decisions to
reflect changes in topology and the cwrent traffic. Adaptive algorithms
can be further subdivided into centralized routing, where information
collected from the entire subnet 1s used to make routing decisions, (global
algorithms). Another type of routing is where the local algorithms run
separately on each IMP and only use information available there, such as
queue lengths, (isolated algorithms). The third class of algorithms uses a
mixture of global and local information, They are called distributed

algorithms.

4.2.1 Shortest Path Routing

The 1dea of this technique is to build a graph of the subnet, with each
node of the graph representing an IMP, or switching center and each link of
the graph representing azcommunication line. To choose a route between a
given pair of IMPs, the algorithm just finds the shortest path between them
(Tanenbaum,1996).

The Ishortest path problem is to find a minimum length. This length or
weight_of a path could represent cost, delay, distance, bandwidth, average
traffic, mean queue, etc...

IAS another example, if p; 1s the probability that a given
link (7, j) in a network is usable, and each link 1s uéab]e independently of

all other links, then finding the shortest path between / and j with link
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distances -In p; or, -log py is equivalent to finding the most reliable path
from i to j (Bertsekas et al.,1987), (Cravis,1981).

The graph is then labeled with this weighting function. The algorithm

used would then compute the “shortest” path according to any one of the

above criteria.

4.2.2 Dijkstra’s Algorithm

Several algorithms for comphting the shortest path Bet\veen two. nodes
of a graph G(N,L) are known. Dijkstra’s algorithm is adapted to
centralized computation, and is probably one of the most efficient
algorithms, and is still used today in the ARPANET.

Given a distance matrix S for a graph G(N, L), the problem 1s that of
finding the shortest path from a vertex, or node n;, to another vertex, or
node n; (Dijkstra,1959).: ng means the source node, and n, means the
destination node.

The set of vertices N is divided into two subsets T and W. The subset
T 1s a vector containing vertices that have permanent labels associated with
them. A permanent label of a vertex is the minimum distance of the vertex
from n;. This distance is stored in the vector PL. Thus associated with T is

a distance vector PL. Therefore, Dijkstra’s algorithm is considered to be a

labeling algorithm.
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W is simply (N-T). The vector P contains the vertex adjacent

to T along the minimum path. The set TL defines the temporary labels

associated with vertices in W. The distance matrix S 15 defined to consist of

nonnegative

entries, I, as discussed in chapter five.

The steps involved in Dijkstra’s algorithm are given below:

Step 1:

Step 2:

Step 3:

Initially T = {ng}, PL={0}, and P={0}.
A temporary label of (inﬁnity) is associated with all vertices

in W.

Using the distance matrix (S), the vertices in W that are
adjacent to any vertex in T are determined. Each of these
vertices 1s assigned a temporary label equal to the distance of
that vertex from ng. The distance of vertex n; in W adjacent to
n; in T is its new temporary label given by:

Temporary label of n; = min; (permanent label of nj+1;;).

The smallest temporary label is made permanent. The
corresponding vertex n; is transferred from W to T. The vertex
n; is included in P from T that is adjacent to 1t.

All temporary labels are reset to oo (infinity).
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Steps 2 and 3 are repeated until n; 1s included in T or there are

no vertices in W that are adjacent to those in T.

Step 4:1f n; i1s included in T Step 5 is performed, otherwise the desired

path does not exist. Stop.

Step 5:The permanent label of n; gives the distance of the shortest
path from ng to n,. To find the shortest path we étart from n; 1n
T, check the corresponding vertex ny, in P. Starting from n, in
T the preceding vertex ny in P 1s checked.
This process is repeated unti ng is checked. The checked

sequence is the path from ng to ny.

4.2.3 Multipath Routing -~

In the previous shortest path routing algonthm, it was assumed that
there 1s a single “best” or “shortest” p.ath between any pair of ﬁodes and
that all traffic between them should use 1t. In many networks, there are
several paths between pai_rs of nodes that are almost equally good. Better
performance can frequently be obtained by splitting the traffic over several
paths, to reduce the load on each of the communication lines

(Tanenbaum,1996). The technique of using muitiple routes between a
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single pair of nodes is called muitipath routing or sometimes bifurcated
routing.

Multipath routing is applicable both to datagram networks and virtual
circuit networks. For datagram networks, when a packet arrives at an IMP
for forwarding, a choice is made among the various alternatives for that
packet, independent of the choices made for other packets to that same
destination in the pést.

Fork virtual circuif networks, whenever a virtual circuit is set up, a
route is chosen, but different virtual circuits are routed independently.

IIn multipath routing, each IMP maintains a table with one row for
each possible destination IMP. A row gives the best, second best, third
best, etc... outgoing line for that destination.

An advantage of multipath routing is the possibility of sending
different classes of traffic over different paths. For example, a connection
between a terminal and a remote computer that consists of short packets
that must be delivered quickly could be routed via terrestrial lines, whereas
a long file transfer requiring high bandwidth could go via a satellite link.
This method ensures that the file transfer gets the high bandwidth needed,
and it also prevents the short terminal packets from being delayed behind a
queue of long file transfer packets.

Multipath routing could also be used to improve rehability. For

example, if the routing tables contain » disjoint routes between each pair of
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IMPs, then the network can withstand the loss of n-/ lines without being
disconnected.

Therefore, a variant of the shortest path problem is that of finding the
k shortest paths between source and destination (Dreyfus,1969),
(Yen,1971), which has been treated extensively in the literature.

One simple way to make sure that all the alternative routes are

disjoint, is first to compute the shortest path between source and

dgstination. Then to remove from the‘ graph all the nodes and .links used én
the shortest path and to compute the shortest path through the new graph.
This algorithm ensures that IMP or line failures on the first path will not
also bring down the second one. By remowving the second path from the
graph as well, a third path can be computed that is completely independent

of the first two (Tanenbaum,1996).

4.2.4 Centralized Routing

All routing algorithms require information about the network topology
and traffic to make decisions (Tanenbaum,1996).

In real networks IMPs and lines éo down and come back up again.
Also the traffic varies wildly throughout the day. Therefore, some
techniques for building the routing tables 1s needed.

When centralized roﬁting is used, routing tables are built in a central

location called RCC (Routing Control Center). Periodically, each IMP
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sends status information to the RCC (i.e., a list of its neighbours that are
up, current queue lengths, amount of traffic processed per line since the last
report, etc.). The RCC collects all this information, and then, based upon
its global knowledge of the entire network, computes the optimal routes
from every IMP to every other IMP. From this information it can build
new routing tables and distribute them to all the IMPs.

Centralized routing may seem attractive: since the RCC has complete
information; it can make .perfect decisions. Another advantage is that it
relieves the IMPs of the burden of the routing computation.

However there are serious and fatal drawbacks of centralized routing:
One of them is that if the network is to adapt to changing traffic, the
routing calculation will have t;o be performed fairly often for a very large
network, which will take many seconds.

Another serious problem is the vulnerability of the RCC. If it goes
down or becomes isolated by line failures, the whole network will be in
trouble. If a second machine 1is used as a backup, a large computer would
be wasted. Also a method must be used to ensufe which machine runs the
network, primary or secondary.

When distributing the routing tables, the IMPs that are close to the
RCC will get their new tables first and will switch to the new routes before

the distant IMPs have received their tables. Inconsistencies may arise, and
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packets delayed, including the packets containing the new routing tables for
the distant IMPs.

If alternate routes are not compuied by the RCC, the loss of even a
single line or IMP may cut off some IMPs from the RCC.

Due to the flow of routing information, heavy traffic will be
concentrated on the lines leading into the RCC. Also the vulnerability of

those lines 1s increased.

4.2.5 Distributed Routing

This class of routing was originaily used in the ARPANET. In this
algorithm each IMP periodicaily exchanges explicit routing information
v?ith each of its neighbors. Typically, each IMP maintains a routing table
indexed by, and containing one entry for, each other IMP in the network.
This entry contains two parts:zthe preferred outgoing line to use for that
destination, and some estimate of the time or distance to that destination
(Tanenbaum,i996). The metric used might be number of hops, estimated
time delay in milliseconds, estimatedl total number of packets queued along
ﬂle path, excess bandwidth etc...

The IMP 1s assumed to know the “distance” to each of its neighbors.
If the metric is hops, the distance is just one hop. ‘The newer link state
algorithms can implement L’lp to eight metrics in their route selection

process, and only broadcast that part of their routing tables which has
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changed and only when required (Fujitsu Ltd.,1994). If the metric is queue
length, the IMP simply examines each queue. If the metric is delay, the
IMP can measure it directly with special “echo” packets that the receiver

just time stamps and sends back as fast as it can.

4.2.6 Main Issues in Routing

The two main functions performed by a routing algorithm are the
seléction of routes for varioﬁs source destination pairs and the delivery of
messages to their correct destination once the routes are selected (Bertsekas
et al.,1987).

The second function is accomplished through a variety of protocols
and data structures (known as routing tables). The first function which 1s
the selection of routes affects the network performance.

The two main performance measures that are substantially affected by
the routing algorithm are: throughput (quantity of service), and average
packet delay (quality of service). Routing interacts with flow control n
aetennining these performance measures. Flow control, relates to the
po.int-to-point traffic between a given sender and a given receiver
(Tanenbaum,1996). Tts job is to make sure that a fast sender cannot

continually transmit data faster than the receiver can absorb it.
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The interaction of routing and flow control can be modeled by means
of a feedback mechanism as shown in Fig. 4.1. As good routing keeps

delay low, flow control allows more traffic into the network,

: Delay 'i
‘ |
Offered load Flow Throughput :
» Control : » Routing [---- »
Rejected load

Fig. 4.1 Interaction of routing and flow control(Bertsekas et al.,1987)

When the traffic load offered by the external sites (hosts) to the
network is relatively low, it will be fully accepted into the network, i.e,,
Throughput = Offered load
When the offered load is excessive, a portion will be rejected by the

flow control algorithm and

Throughput = Offered load - Rejected load

The traffic accepted into the network will experience an average delay
per packet that will depend on the routes chosen by the routing algorithm.
However, throughput will also be greatly affected (indirectly) by the

routing algorithm because typical flow control schemes operate on the
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basis of striking a balance between throughput and delay, ie, they start
rejecting offered load when delay starts getting excessive.

Therefore, as the routing algorithm is more successful in keeping
delay low, the flow cc.)ntrol algorithm allows more traffic into the network.
While the precise balance between delay and throughput will be
determined by flow control, the effect of good routing under high offered
load conditions is to realize a more favorable delay-throughput curve along
whic‘h flow confrol operates. An example is shown in Fig. 4.2 (Bertsekas

et al ,1987).
Delay Poor routing

Good routing

-

Throughput
Fig. 4.2 Delay-throughput operating curves for
good and bad routing (Bertsekas et al.,1987)
The following examples illustrate the above discussion:
In the network of Fig. 4.3 all links have capacity of 10 units. There is
a single destination (node 6) and two sources (nodes 1 and 2). The offered

load from each of nodes 1 and 2 to node 6 is S units. Here, the offered load
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is light and can be easily accommodated with small delay by routing along
the left-most and right-most paths, 1—-3—6 and 2—5—6, respectively.
If instead, however, the routes 1—>4—6 and 2—>4—6 are used, the

flow on link (4,6) will equal capacity, resulting in very large delays.

sSource Source
5 upits 5 units

All  links have a
capacity of 10 units

Destination_

Fig. 4.3 Routing example

If all traffic is routed through the middie link (4, 6), congestion occurs. If
instead paths t1—>3—>6) and (2—5—6) are used, the average delay is small.

For the same network, suppose that the offered loads at nodes 1 and 2
are 5 and 15 units, respectively as shown in Fig. 4.4, If routing from node
2 to the destination is done along a single path, then at least 5 units of
offered load will have to be rejected since all path capactties equal 10.

Thus, the total throughput can be no more than 15 units. However if the
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traffic originating at node 2 is evenly split between the two paths 2—4—6
and 2—5—6, while the traffic originating at node 1 is routed along
1—3—6. Then, the traffic arrival rate on each link will not exceed 75% of
capécity, the delay per packet will be reasonably small, and (given a good
flow control scheme) no portion of the offered load will be rejected.

It is seen that when the offered loads at nodes 1 and 2 are both large,
the maximum total throughput that this network can accommodate is
betwéen 10 and. 30 units, depending on the routing‘ scheme. This also
shows that to achieve high throughput, the traffic of some source-

destination pairs may have to be divided among more than one route.

source Source
5 units 15 units

All  links have a
capacity of 10 units

Destination

Fig. 4.4 Routing example
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The input traffic can be accommodated with multiple path routing, but
at least 5 units of traffic must be rejected if a single-path routing is used.
The above discussion is shown in Kleinrocks formula Eq. 3.18, where

we must have nC > A, in any practical system, Otherwise, the system is

unstable in the sense that the average delay, and hence the average time in

the system, increases beyond all bounds.

4.2.7 Routing in Practice

As an example of routing, we will consider the ARPANET. The
routing algorithm used is known as the shortest path first algorithm. There
are a number of such algorithms but the one used 1s the ISO Dijkstra’s
algorithm.

The routing algorithm is a distnibuted, adaptive algorithm. In this
algorithm, each node maintains a database describing the delay on each
network line. A shortest-path computation is run in each node which
explicitly computes the minimum-delay paths (based on the delay entries in
the database) from that node to all other nodes in the network. The average
delay on each network line 1s measured periodically by the nodes attached
to the lines. These measured delays are broadcast to all network nodes, so
that all nodes use the same database for performing their shortest-path

compuiations (McQuillan,1995).
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The routing tables of an ARPANET node contain only the first
outgoing link of the shortest path from the node to each destination, as
shown in Fig. 4.5. When the node receives a new packet, it checks the
packet’s destination, it consults its routing table, and it places the packet in

the corresponding outgoing link queue.

The numbers next to the links are link lengths (or weights).

Fig. 4.5a ARPANET nodes.
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Source
_ ° Destination | Qut link
@ ° 1 (2.4)
3 2.4)
° 4 2.8
Source Destination | Out link
@ 2 (1,4)
| 3 0.4)
4 (1.4
Source
Destination | Out link
@ @ 1 G4
/ 2 3.4
m 4 3.4)
Destination | Qut link
@ ° i @)
2 4.2)
° 3 @3)
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Fig. 4.5b Routing tables maintained by the nodes in the ARPANET algorithm.
Each node calculates a shortest path from itself to each destination,
and enters the first link on that path in the routing table.
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The algorithm used in the ARPANET is considered of the link state

type. Where the state of the link, such as bandwidth or measured delay, 1s

taken into account when making routing decisions (Tanenbaum,1996),

(Fujitsu Ltd.,1994).

1~

The five points which make up link state routing are:
Each Switching Center, IMP, or Router must discover its neighbors and
learn their network addresses. The neighbors may be other routers or
local area networks, each of which is represented as a node,
The discovery is done by sending a special HELLO packet on each
point-to-point line. The router on the other end is expected to send a
reply telling who it is.
Each IMP must measure the delay or cost to each of its neighbors. This
is done by sending a special ECHO packet, which the other end 1s
required to send back immediately. The time required to send the
packet and receive a reply 1s called the round-trip time. The time used
is the round-trip time divided by two. Sometimes an average of several
tests is used.
Each IMP must construct a packet telling all it has just learned. This is
called a link state packet. This packet contains the identity of the
sender, followed by a sc;:quence number and age, and a list of neighbors.

For each neighbor, the delay to that neighbor is given.
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The IMP must send this packet to all other neighbors. The technique
used for distributing packets is flooding. This is done by giving each
packet a sequence number that is incremented for each new packet sent.
The IMPs keep track of all the (source router, sequence no.) pairs they
receive. When a new link state packet comes in, it 1s checked against
the list of packets already received. If it is new, it is forwarded on all
lines except the one it arrived on, If it is a duplicate, it 1s discarded. If a
packet with a sequence number lower than the highest one seen so far
arrives, 1t is rejected as being obsolete.
Finally, the shortest path is computed to every other neighbor. When an
IMP has accumulated'a full set of link state packets, the entire subnet
graph can be constructed because every link is represented. As

described, Dijkstra’s algorithm can now be run locally to construct the

shortest path to all possible destinations.

4.3 Our Reliability Algorithm

Now we are in a position to state the steps involved in our reliability

algorithm intended to calculate the reliability measure of interest defined as

the network average delay based on Eq. 3.18. This can be applied to any

network subject to random failure. Before stating the main steps to be
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undertaken, a routing algorithm is needed, and it involves the following

features:

4.3.1 New Routing Algorithm

Our routing algorithm is a distributed algorithm in the sense that all
available information on the whole network is used at each node in order to
make routing decisions.

Assuming only links are apt to fail, each state will represent a
different network to which the routing problem is applied. Associated with
this approach is the assumption that the traffic in the lost link will be
rerouted in the new network. To clarify this, assume that the original
network of N nodes and L links is represented by the graph G(N, L). If for

example, one link of this network fails, it is removed from the graph and

we get a new network with N nodes and L'=].-1 links, represented by the «

graph G(N, L") to which the routing problem is again applied.
| The routing algorithm is based on shortest path calculations only
betweeﬁ nodes which are exchanging‘ traffic, and not between each pair of
nodes, and not between a central node and every other node in the network

as in classical approaches (Cravis,1981), (Schwértz et al,1980).
The shortest path calculations are based on Dijkistra’s algorithm. The
metric or weighting function used in our calculation is availability

associated with each link, Assuming that the probability of a route is the
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product of link probabilities (Cravis,1981), then the weight of a link
between nodes / and j, wy = -log pyj, where p;; 1s the availability of link J,
or the probability of it being operational. Thus, in our shortest path
calculations, we calculate the most reliable path for the traffic between a
pair of nodes.

As discussed in section 4.2.3, sometimes it 1S necessary to use
multipath routing. In our algorithm this is achieved by first calculating the
first shortest, or most reliable path, then we remove the links associated
with the first shortest path to get a new ‘graph and to calculate the second
shortest path. In this way we ensure that the first and second shortest path
are link disjoint. This is done in an attempt to increase the reliability of the
network.

In section 4.2.6 we considered the relation between throughput and
network average delay. In chapter five we applied several different loads
to a test network and studied the effect on the average network delay.
From those conducted tests, it was seen that when the load increased, and
single path routing was used, the load in some of the links exceeded the
available capacity, which caused infinite delay conditions on those links,
and infinite average network delay when applying Eq. 3.18. To overcome
this problem, whenever the load of a link exceeds its capacity our algorithm

uses the second shortest path to route traffic.
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If the overload condition prevails even after using secondary paths,
the excess traffic is rejected and the load of the link 1s made equal to its
capacity, resulting in an infinite delay condition. Which in reality would be
a bottleneck associated with this link.

The routing algorithm described above was used in association with

the reliability algorithm.

4.3.2 The Reliability algorithm
The algorithm can be described in the following steps:

Step 1: The network states are generated in their order of occurrence, that
15, first of all the no failure state is considered, where the original
network with all of its links connected is used to perform our
calculations.

Then the single failure states are generated. Single fatlure states
are states were exactly one link has failed at a time. For a network
of Lr links, the single failure states to be considered are L (the
number of links).

The last state to be considered are the two failure states, that is: the
states where exactly two links at a time have failed. For the same

L(L~-1)

L link network, the two failure states count up to

(Sutar1,1996). Therefore, the total number of states to be
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Step2:

Step 3:
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generated is 1+L+@

. These are the most probable states to

occur in a high availability network as will be shown in chapter 5.

For each of the generated states our algorithm is applied, between
any two nodes exchanging traffic in order to calculate the shortest
path, and the second shortest path between them.

The weight or length measure used to perform our shortest path
calculations is availability (usability), or probability of links
remaining operable. So our shortest path is the most reliable path,
or the path with the highest probability of being operable.
Sometimes as in our case, we have to consider the second shortest
path to be used in order to increase reliability. This second
shortest path which is link disjoint from the first, serves as a
backup route, in an attempt to minimize the average network
delay, which may be experienced by messages in a network
especially when failure occurs and overload conditions happen

(Gavish et al.,1992).

Applying routing, using the shortest path, and second shortest path

calculations described above, the link flows A; are calculated, i=1,

2 L.

3 ravy
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When a link experiences an overload condition, i.e., A; > uC; , the
second shortest path is used instead. If the overload condition

persists the excess traffic is rejected, and maximum available
capacity is used, i.e., A; =pC; resulting in an infinite delay

condition over this line.

For each of the above generated states Sy, and calculated link

- flows A, the network average delay for each link T;, i=1, 2, ..., L,

is calculated using Eq. 3.13. Using Eq. 3.12,

L%
TS =2 T
it ¥
gives the network average delay for the particular state S

considered.

Bounds are calculated. That 1s an upper and lower bound on the
expected value of the average delay over all states 1s calculated

using Eq. 3.20
T, (m) = )'“;P(sk)'r(sk){l —iP(so]Tcso)

Ty(m) = 3 P(S)T(S,) +(l -2 P(S, )JT(S?)

k=l k=t
Those bounds are calculated by using the delays of each state
generated in step 4 T(Sy), and by calculating the probability of

occurance of each state P(Sy), as described by Eq. 3.1.
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Step 6:
delay T, » using Eq. 3.21,

>RSI, )

-
2 P(s,)

Step 7: Also the distribution of Network average delay can be ¢y

Iculgted
usmg Eq. 322, |

Fu(t) = YP(s,)
S, ' T(S, )<t
k<m

The results obtained Using steps 6 and 7 are plotted as wil] pe
shown in chapter 3.

We can also calculate ap estimator for the network average

' - of Thesis Deposit
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Chapter Five

Results and Conclusions

5.1 Introduction

In this chapter our results will be presented, showing the proposed
reliability measure as the average network delay for a network subject to
random failure by taking into account the most probable states of the
network. |

The routing technique applied is dependent on shortest path routing,
where shortest refers to the most reliable path, under normal loading
conditions, and the second most reliable path, which serves as a backup
path in the case of an overload condition of a link.

Several networks will be tested, different loading conditions will be
considered and the availability of links changed. But first of all our
approach will be tested to see if the number of states considered is enough
to get an accurate perfonn_ance measure.

Matlab was used for the Re]iabilitf algorithm, and for plotting our
results. The machine used to conduct our tests was a 486 DX personal

computer.
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5.1.1 Generating the states

As stated earlier, our network could be in any of a number of states.
Only the most probable states to occur will be considered. That 1s, the no
failure state, i.e., the original network with all links operating, the single
failure states, 1.e., states where one link fails at a time, where those states
add up to L, the number of links, and finally the two failure states, 1.¢.,

states where any two links fail together. The two failure states add up to

LL-1)
—

In generating the above states, we have used the connection matrix of
the network. An example of a connection matrix is given in Appendix A4.
For a graph G(N, L), the connection matrix (A) is a n-by-n symmetric
matrix where A=[a;]

11f a link exists between node1and j
aij = 0 otherwise

The rehiability algorithm tests the connection matrix, and checks its
entries, if an entry a;=1, this means a link exists between node / and /. In
order to generate a failure state, the corresponding entry in the distance
matrix S={li] is set to e« (infinity). An example of a distance matrix is
given in Appendix A4. The distance matrix is a n-by-n matrix where S={l;]

1 _ | the weight of link 1jif a link exists betweeniand ]
v o otherwise
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The single failure, and two failure states are generated in the manner
described above, each time a state 1s generated a different distance matrix is
obtained on which the shortest path calculations can be made, link flows

computed, and average network delay obtamed.

5.1.2 Shortest path calculations
In performing our shortest path, or most reliable path calculations, the
input file of Appendix A4 1s used.
i~ This file contains the network data necessary to perform our
calculations, like n: No of nodes, S: The distance matrix, ga: The traffic
matrix, where ga=[ga;j]

gajj = {amount of traffic between nodeiand j(y;)

The capacity of the links C, and the packet length 1/u.

The shortest path algorithm.examines the traffic matrix to see which
two nodes exchange packets in order to calculate the most reliable and
second most reliable path between them to use it to send the packets across.
The algorithm used for our shortest path calculations is similar to
Dijkistra’s algorithm.  The difference between our algorithm and
Dijkistra’s 1s that in Dijkistra’s algorithm, the shortest path from a root
node to all other nodes is compﬁted. In contrast, our algonthm reduces
calculation time by performing shortest path calculations only on those

nodes which exchange traffic.
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5.1.3 Link flows

After the most reliable paths for the packets have been computed, the
link flows A, for i=1,...,L are obtained by applying Eq. 3.8 on each of the

links:

A, :Z‘Zyﬁ

L, j Cem;

5.1.4 Average delay
After calculating the link flows for a particular state, those flows are

used to calculate the average time of the system for this state by applying

Eq. 3.18
LA i LY
T(S) =" =Y ST
( zl Y [ li] Zl y
where T, = Y is the delay on a particular link. This means that the
B = A

average time of the system equals the sum of the delays on the links of that

system.

5.1.5 Probability of States
Associated with each state is a probability of that state occuring,
which depends on the availabilities of the links. The probability of

occurance of each of the states is calculated by applying Eq. 3.1.

L
P(S,) = x pi(q; ”pi).ri(s‘)
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The state probabilities are used to calculate the probability distribution
function using Eq. 3.22. This is done by calculating the commulative
probability F(Sy) of the average network delay for a particular state T(Sy),
and plotting the results. This is shown in Appendix A2. Examples of

probability distribution functions are given in Section 5.2.

After calculating the probability of the states, A lower bound on the

expected average delay over all states can be obtained using Eq. 3.20,

T, (m) = ip(sk)T(su{x—iP(Sk)]T(so)

Finally, the average delay over all states is calculated by using

Eq.3.21,
> P(S)T(S,)
Tm = k=l -
>,

which is our performance measure of interest. The above calculations are

given in Appendix A2. The results are given in section 5.3.

In section 5.4 the effect of link availability on the average network
delay is studied. Section 5.5 shows the effect of the number of links. The

calculations and plots are given in Appendix A3.
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Appendix A4 shows a sample of an output file for Fig. 5.1 giving the
shortest route weight matrix (S), the successor node matrix (R), the link

flows A;, and network average delay T(Sy) for the no failure state,

5.2 The Most Probable States

If all states are to be considered we would take the no failure, single
failuré, two failures, three failures, .., up to where all links of an 1. link

network have failed.

To calculate the probability of a single state to occur we use Eq. 3.1
P(S,) = flpi (q,/p)" = [ll[P, J(ﬁ R}rj(s“)]
i=l T <

The sum of the probability of occurances of all states adds up to one.

As shown in (Sanso et al.,1991) for small networks, the state with the
highest occurances probability is the no failure state, followed by the states
were exactly one link fails. In (Sutari,1996) we saw, as the network
increases in size, additional states have to be considered. For networks
with high link availabilities, if we consider the no failure, single failure,
and two failure states, the sum of the probability of occurances of those

states adds up to more than 0.95.

To show the validity of the above statements, the following network in
Fig. 5.1 is considered, with 15 links and 10 nodes (L1 et al.,1984).
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Yi0.4 =0.16y

Yaro =0.16y
Link availability 1s shown next to the link.
Capacity of link = 50 Kbps
v;; = Traffic in Kbps generated at node i, destined for |

)

Fig. 5. 1 Communication network

The network selected is a relatively reliable network, so that we will
encounter fewer states where infinite” delay occurs due to the network
becoming disconnected.

First of all we applied a load of 104 Kbps to the network, and
calculated the average delay using only the no failure and single failure
states.

The probability distribution function fér the network average delay 1s

plotted in Fig. 5.2 using Eq. 3.22,
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Fa(t)= 3 P(S,)
S, TS, ) st

As stated earlier each point on the plotted curve represents the
cumulative probability of the average delay of the particular state
considered. If the whole state space in to be considered, the probability of

the last state, i.e., the state with the highest delay should equal one.

k<m

Single, and no failure deiay
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Fig. 5.2 Probability distribution function for
the no failure and single failure states.
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We can see that the sum of probability of occurrences of the no and
single failure states adds up to more than 0.9. This means 1 order to
increase the accuracy of our work more states have to be considered.

Another possibility is only to consider the states where two failures at

a time occur as shown in Fig. 5.3

_ Two failures at a time deléy

1 ' ' ! ! E
: ' gama = 104 Kbps
099k - oo e ........... ............. ........... .
0.898F -
__:;“09?_ ................. -,
B
3
SO.9BF - o e 4
o
D
2
B0O5E e s e e | i
S
E
=1
L T = S N LTI PN S PR TR PR LT P PRRRR R <
0.935 - o e e N
ggok.. s Teiees JEREE TS ..... e ............. ............... i
0.91 1 L | 1 I
0.05 0.1 0.15 0.2 0.25 0.3 0.35

Average message delay (s)

Fig. 5.3 Probability distribution function for
two failure states.
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As can be seen the average network deléy 1s higher when two links at
a time fail, also, the cumulative probability of the states is less than 0.95.

In Fig. 5.4 the no failure, single failure, and two failures at a time
states have been considered.

This means in order to cover a high portion of the state space, 1.e.,
more than 95%, the no, single, and two failure states are enough. Also, the
number of states considered tend to give an accurate performance measure

by using Eq. 3.21, when calculating the average of the delay over all states.

No, Single, and Two failures at a time delay

1 ] T T T
0_95 ......... ............... ................ .............. .
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Average message delay (s}

Fig. 5.4 Probability distribution function for the
no, single, and two failure states.
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To show the same results in table form, consider Table 5.1 showing
the sum of the probabilities of no, single, and two link failures, of the

network of Fig. 5.1.

No failure (S)) 0.5698
Single failures 0.3478
Two link failures 0.0751

| No, Single, Two failures | 0.9927
Table 5.1: Probability of states.

Thus 99% of all of the network states were considered in our

approach.

As can be seen our approach covers a large fraction of the state space.
The sum of the probability of occurances of the states eventually adds up to

nearly one.

Finally, the same approach is tested for different loading conditions,

as shown m Fig. 5.5
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No, Single, and Two failures at a time delay

0.9

0.85F

©
)
T

075k

o
.,q
T

Cumulalive Probability

0.65

0.6

T

; | I 1] | | 1 l | L
0.08 0.08 0.1 0.12 014 016 0.18 0.2 022 024
Average message delay (s)

0.55

Fig. 5.5 Probability distribution functions using
different loading conditions.

We can see that in the event of heavy load like y=234 Kbps applied to
the network, the delay increases when the applied load is increased, due to
overload conditions and the use of secondary routes.

From the above conducted tests we can see that thelno, single, and two
failure states are enough to adequately describe the state space, and obtain

accurate results for our performance measure.
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5.3 Reliability Measure

As discussed previously our reliability or performance measure is
network average delay as calculated using Kleinrock’s delay formula 3.18

for a particular state

1 .
T=- '
YZI:“'CL_k

This performance measure 1s calculated for all the states considered.
The no failure, single failure, and two failures at a time states.
The reliability algorithm was applied to the network of Fig. 5.1 for a

load of y=104Kbps. Results are given in the Tables 5.2 and 5.3 below.

0 0.1823
1-2 0.1736
1-4 0.1736
2-3 0.1823
2-6 0.1823
3-4 0.1823
3-5 0.2798
3-7 0.1823
4-5 0.2782
5-8 0.2032
6-7 0.2004
6-10 0.1823
7-8 0.1823
7-9 0.1823
8-9 0.2093
9-10 0.1874

Table 5.2 No and Single Failure Delay.
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As can be seen from the results given above, the largest delay occurs
when link 3-5 or link 4-5 fail. This is due to the fact that large amount of
traffic used this link. By looking at the shortest route matrix given in
Appendix A4 we see that the traffic between nodes 3 and 9 used link 3-5.
Also the traffic between nodes 2 and 8, 10 and 4 used link 4-5. When
those two links failed traffic had to be rerouted resulting in heavier load on
other links, which caused the increased delay.

Table 5.3 shows the calculated average delay for some selected cases

when two failures at a time occur.

12 23 0.1111
1-2 26 0.1736
12 3-5 0.2592
1-2 58 0.1675
1-2 7-8 ' 0.1736
1-4 23 0.1111
14 26 0.1736
14 3-5 0.2592
1-4 4-5 0.2497
1-4 5.8 0.1675
23 45 0.2704
23 9-10 0.1874
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26 67

35 67

355 79

355 8-9

35 9-10

37 9-10

45 5.8

15 67

R 6-10

45 3-0

67 78

6-10 78 01823
6-10 9-10 0.0556*
78 39 01222
67 §-10 0.0808+*
78 79 01823 -

*  Path does not exist
** QOverflow on link 5-8
Table 5.3 Two failures at a time delay.

As can be seen from the above table again, the average network delay
increased as states were considered where link 3-5 or link 4-5 failed.

‘Another observation is that, as link 6-10 and 9-10 both failed, node 10
became disconnected resulting' in less amount of traffic entering the

network, 1.¢., the amount of traffic was reduced by yio 4=0.16y=16.6Kbps.
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This resulted in reduced link flows and thus a decreased network average
delay.

Another thing to be observed is the failure of links 6-7 and 6-10.
When both links failed an overload condition occurred on link 5-8, i.e.,
uC, <A, but since our routing algorithm selects secondary paths (second

shortest paths), whenever and overload condition occufs, the operation of
the network was not disrupted, and the condition of having an infinite
network average delay was avoided. Inétead, even a better performance
can be observed as the network average delay went down to 0.0808
seconds.

The conclusion made from this observation is that the shortest path is
not always the optimal one. When a shortest path is calculated, all traffic
tends to use this path resulting in increased loading conditions of that path,
and thus increased average delay.

In optimal routing network flows are calculated as to give a minimal
network average delay for the network (Tanenbaum,1996). However, this
approach is applicable only to certain limited conditions, and in the case of
multipath routing, the situation would become more complicated since
there would be an infinite number of ways to route traffic between any pair
of nodes.

As stated earlier we could generate bounds on the performance

measure, which 1s delay, using Eq. 3.20,
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m

T, (m)= iP(Sk TS, ) +[1 - ZP(Sk)}T(So)

k=l

I

T, (m) = i P(S)T(S,)+ [l -2 P, )]T(Szn )

k=1

The lower bound of the expected value of the network average delay,
T (m) according to our algorithm:

TL(m) for no, single, and two failure states=0.3345 seconds.

The upper bound of the expected value of the network average delay
is infinity, because failure corresponds to total loss of the link and T is

always infinite.

5.3.1 Reliability Measure

Using the estimator T. of Eq. 3.21 our reliability measure, which is

delay averaged over the no, single failure, and two failure states is

3 P(S,)T(S,)

- = 0.1849 seconds
Z PES,)
k=1

'}m=

This 1s a good estimator since 99% of all the states were covered, and

T represents an average of the network delay for those states.
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5.4 Effect of Availability

Qur \.fveight or shortest path measure (length) used is availability, or

the probability of a link being operational.

In the network of Fig. 5.1 the availability of each link was shown next

to it. As can be seen this availability is relatively high and ranges from 0.8

up to 0.999.

First of all the effect of availability on the number of states considered
will be studied. As shown in Fig.s 52, 5.3, 54, and 5.5, the number of
states considered was enough to cover a large portion of the state space.
Also the sum of probabilities of occurances of the states added up to nearly

ong.

The effect of decreasing the availability of the links in Fig. 5.1 can be
shown in Fig. 5.6, where an availability of 0.85 for each of the links was

used, and the probability distribution function plotted using Eq. 3.21.
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No, Single, and Two failures at a time delay

0.7

0.6

0.5

0.4

0.3

0.2F

0.1

T T T T T T T T

""gamlfa=‘104‘|<:‘bp8' .......... s

| 1 1 I !
0.08 0.1 .12 0.14 0.16 0.18 0.2

Average message delay (s)

1 1
0.04 0.06

Fig. 5.6 Probability distribution function for
decreased availability (0.85).

As can be seen the portion of the state space covered 1s decreased,

which means that more states have to be considered to get more accurate

results concerning our performance measure.

decreased availability are given in Table 5.4

The same results for
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No failure (So) 0.0874

Single Failures 0.2312
Two link failures 0.2857

No, Single, Two failures | 0.6042

Table 5.4 Probability of states for decreased availability (0.85).
This means only 60% of the total number of states was covered.

Another study is the effect of availability on network average delay,
taken over the no failure, single failure, and two failure states, for different
availabilities, the average network delay for those states was calculated

using Eq. 3.21,

S RS, )T(S,)

— k=l
T =

>°P(S,)

The results for Fig. 5.1 are plotted in Fig.s 5.7 and 5.8 for a network

load of yv=104Kbps and y=128 Kbps.
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Average delay versus Availability
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Fig. 5.7 Average delay y=104 Kbps.

Average delay versus Availability
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Availability

Fig. 5.8 Average delay y=128 Kbps.
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Eq. 3.21 gives an estimator for the network average delay. This;
performance measure is only useful when the state changes are occurring
rapidly for a network to operate on the delay curve. Also the network has
to be connected in all states, otherwise infinite delay would occur.

The Fig.s show that the average delay decreases with increased
availability. Also increasing the network load results in a higher average

delay.

5.8 Calculation Time

The calculation time of our algorithm was tested for different loads,
and different network sizes. The machine used in these tests was a 486 DX

personal computer. The results of applying different loading conditions to

the network of Fig. 5.1 are shown in Fig. 5.9.

Calculation Time

128 Kbps

Time in s2conds

Load

104 Kbps

Failure States

Fig. 5.9 Calculation time.
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As can be seen the increased load results in an increase in calculation
time. This is due to overload conditions on links, and the use of secondary

routes.

Another thing which affects the calculation time is the size of the
network. As an example of a small network, the following 5 node, 7 link

network in Fig. 5.10 was considered (Cravis,1981).

Q0

O,

y = 38.33Bps

Fig. 5.10 A 5 node, 7 link network.

The calculation time for this network and the 10 node 15 link network

of Fig. 5.1 is shown in Fig. 5.11.
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Calculation Time

104 Kbps
15 Uinks

Load

Time in seconds

7 Links
38,33 Bps

Failure States

Fig. 5.11 Calculation time.

As can be seen there is a large increase in calculation time as the
number of links increases, especially for the two failure at a time cases, as
more states have to be considered to obtain our reliability measure. For a

network of L links, the single failure states add up to L, while the two

failure states add up to D

As a final example consider the 19 node, and 36 link network shown

in Fig. 5.12 (Thaker et al,1986).
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Fig. 512 A 19 node, 36 link network.

36*35
=667 casesto

This is a large network, requiring a total of 1+36+

be evaluated. That 1s, for each case the shortest, and second sﬁortest path
have to be evaluated. Routing and link flows have to be calculated, and
finally the average network delay for each case is computed.

The calculation time needed to solve this network was as follows:

The no, and single failure cases took 14.46 seconds. |

The two failure cases took 579.02 seconds.

Thus the total calculation time was 593.47 seconds.
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From those results it can be concluded that for very large networks
one might be satisfied with the no, and single failure cases to achieve
reasonable results in a relatively short time. The results obtained are
accurate if link availability is very high. For the network of Fig. 5.12 we
have chosen an availability of 0.99 for each link, and obtained the

following results shown 1in Table 5.5,

R 7 S
No failure (Sg) 0.6964 i
Single Failures 0.2533
Two link failures 0.0447

No, Single, Two failures {0.9944

Table 5.5 Probability of states for Fig. 5.12.

It can be seen that the probability of no, and single failure cases adds
up to 0.9497, ie., 95% of the state space in covered in a relatively short

time,

5.6 Conclusion

We have presented a new reliability measure, based on taking into

consideration the most probable failure states to occur, instead of
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enumerating the whole state space, which would complicate the solution of .

a network. In an actual network the availability, or probability of its
components remaining operational 1s usually high, thus if we assume that
only links are apt to fail, we saw that the most probable states to occur are
the network states where no link failure, one failure, or at most two link
failures, as those states covered more than 99% of the state space.

QOur reliability measure is a performance measure, defined as the

average network delays, or the average time in the system for all packets.’

= This performance measure 1s based on the ability of the netwerk to reroute
traffic in the case of failure of one, or more of its links. Since, if only a
small number of links fail, -as in our case two links at most- the network
usually remains connected, and can be considered as a totally new network
to which the routing algorithm 1s applied. Flows are calculated, and the
average network delay is foﬁnd. This performance measure is averaged
over those most probable states. The number obtatned is the reliability
measure of interest.

As seen in the previous sections, this approach is acceptable since the
average delay in the network for the no failure state does not differ much
from the average delay in the case of failure.

The routing algorithm applied calculates pnmary and secondary

shortest paths, which serve as backup in the case of failure, and tend to
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minimize the average delay experienced by packets in the system, both
under normal conditions and when failures occur.

The approach we have chosen could be used in network design. Since
most formal design tools assume a perfect network whose components are
always functional. In reality, both the links and the nodes fail, although
they are generally very reliable. Our approach in contrast to the traditional
one, does not separate the availability issues from the routing decisions,
and concentrates on finding the most reliable path to route tr‘afﬁc, and
- continue to offer the network users the expected level of service in the
cases of failure.

For further work, we have assumed independence of link failures, our
method could be developed to take into account the dependence of link

failures.
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%Generating the no and single failure cases

tim=cputime
TAVG=[];TAVG1=(];
clc;
conn,
kkk=1;
fid2=fopen('output.m’,'w");
nn; %No failure case
dij3;
fprintf("\n\nCase %d (No failure) Delay T %2.5d ' kkk,TT);
fprintf{fid2,"n\nCase %d (No failure) Delay T %?2.5d'kkk,TT);,
TAVGI1=[TAVGI] TT];
kkk=kkk+1; _
for 1i=1:n, %Single failure cases
for j2=iii+1:n,
if A(iiig2)y==1

nn;

S(i11,j2)=inf;

S(2,u)=1nf;

dij3;

fprintf(fid2,"n\nCase %d Link %d %d Delay T %2.5d
' kkk,ii1,j2,TT);
kkk=kkk+1;
TAVGI=[TAVGI TT};
end '
end
end
fclose(fid2);
tim1=(cputime-tim)/60

regl,;

fprintf(\n\nCase %d Link %d %d Delay T %2.5d 'kkk,iiij2,TT);
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%Generating the two failure cases

tim=cputime;
TAVG2={];
clc;
conn;
kkk=1;
fid1=fopen('outputl .m','w"),
for i11=1:n, %Two failures at a ime
for j1=111+1:n,
if Aiiyl)==
inn;
S(1i1,j1 y=inf;
S(j1,1i1)=inf;
for I=111+1:n,
for lI=+1:n,
if A(LIly==
S(1,1D=inf;
S(1l,1)=inf;
di3;
fprintf("nin Case %d link %d %d & %d %d Time
%2 .41 kkk,11,31,L1,TT);
fprintf{fid1,"n\n Case %d link %d %d & %d %d Time
%2 .4f kkk iii j1, L1 TT);
kkk=kkk+1;
TAVG2=[TAVG2 TT];
inn;
S(iii,j 1 y=inf;
S(j1,1i1)=1nf;
end
end
end
end
end
end
for 11=1:n, %Two failures at a time
for j1=111+1:n,
if A(nyjl)==
nn,
S(in,j 1 )=1nf,
S(j1,iii)=inf;
for I=j1+1:n,
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if A(ui,ly==1
S(u, l)=inf;
S(1,1i1)=1nf;
dy3;
fprintf("\nin Case %d link %d %d & %d %d Time
%2.4f kikk,in,j1,111,1, TT),
fprintf(fidi,\n\n Case %d link %d %d & %d %d Time
%2 .4f kkk,iii,j1,111,1, TT);
TAVG2=[TAVG2 TT];
kkk=kkk+1;
nn;
S(iii,j1 )=1nf;
S(1,1)=inf;
end
end
end
end
end
fclose(fidl),
tim2=(cputime-tim)/60
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%Dijkstra's Algorithm for the Shortest Route

%Calculating the first shortest route(Primary Patk; —7

%Calculating the second shortest route(Secondar: ——==

R=[zeros(n)];RR=[zeros(n)];la=[zeros(n)]; -
for 1i=1'm,
for jj=1:n,
TL=[};VECT=zeros({1,n]};PP=[]; %lnitz|izaz--——

nn=n;s=0;t=0;1=0;p=0;tt=0;t1=0;
if ga(ii,jj)~=0

s=11, %Reading input values T

t=1j;
tl=t;
for j=1:nn, %lInitialization —_.
TL(j)=inf;
end
TL{(s)=0;
VECT(s)=1;
1=s;
while p~=t %Are all nod= o ot ol s,
m=inf;
for j=1:nn,
if VECT(j)==

TLO=min(TLGL(TLA*S(9))); Yessimue=_ -

if TL(j)<=m
m=TL()),
p=j;
end
end
end
VECT(p)=1; %Permae~r ~gpom—
1=p;
end
if TL({t)==inf
% fprintf(\n\n Case %d Primary Path-rzs =t~

does not exist

end

% fprintf("\n Primary Path %f TL(t)); . =
tt=t;
VECT=zeros([1,n]), %The smzr oz

VECT(t)=1;
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if TL(t1)~=inf
while t~=s
for j=1:nn,
if VECT(j)==0
if TLG)+S(G,0==TL(t)
PP=[PP,j]; %The Adjecant Node Matrix
=),

end
PP=[t1,PP];
1=1;
while i~=length(PP), %The Successor Node Matrix
R(PP(1),s)=PP(1+1); o '
i=i+1; ‘
- end re
tf TL(t1)~=inf
nol1=0;n02=0;ss1=(]; %Secondary Path
k=length(PP);
while k~=1
nol=PP(k);
no2=PP(k-1);
ss1=[ss1,S(nol,no2)i;
S(nol,no2)=inf;
S(no2,nol)=inf;
k=k-1;
end
end

TLL=[]; VECTT=zeros({1,n]);PPP=[]; %lnitialization
nn=n;i=0;p=0;ttt=0;

for j=1:nn, %Initialization
TLL(j)=inf;
end
TLL(s)=0,
VECTT(s)=1,
1=s;
while p~=t1 %Are all nodes permanently labeled
m=inf;
for j=1:nn,
if VECTT(j)==0
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TLL)=min{TLL(),(TLL(1)+S(1;)))); %Assigning temporalily

labeles
if TLL(j)<=m
m=TLL(});
p=;
end
end
end .
VECTT(p)=1, %Permanent Label
i=p;
end
if TLL(t1)==inf
%fprintf("n\n Case %d Secondary Path does not exist
' kkk);%Path does not exist
%fprintf(fidl,"n\n Case %d Path does not exist 'kkk);
end
+ % fprintf("\n Secondary Path %f\n\n', TLL(tt)); %The
shortest distance
ttt=tt;
VECTT=zeros([1,n]); %The shortest path
VECTT(t1)=1;
if TLL(t1)~=inf
while tt~=s
for j=1:nn,
if VECTT(j)==
1f TLL(+S(,tt)==TLL{tt)
PPP=[PPP]; %The Adjecant Node Matrix
tt=j;

end
PPP=(t1,PPP];
1=1;
while i~=length(PPP), %The Successor Node Matrix
RR(PPP(1),5)=PPP(i+1);
i={+1;
end
end
k=length(PP);
kl=1;
while k~=1
nol=PP(k);
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no2=PP(k-1);
S(nol,no2)=ss1{kl);
S(no2,noly=ssi(kl),
k=k-1;
kl=kl+1;
end
end
end
end

end

flows;

delay;

[

3
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%Link flows
%Calculating the flow in each link

for 1=1:n,
for j=1:n,
if ga(i,))~=0 %Traffic generated at 1 destined for j
k=1;
no=R(k,j);
if no~=0
while k~=j %Primary Path (while)
no=R(k,j);
la(k,no)=la(k,no)+ga(1,));
if la(k,no)>=(C(k,no)*u) %QOverflow using primary path
fprintf("\n Case %d Primary Path Overflow link %d %d
' kkk k no);
k=1,
while k~=)
no=R(k,));
la(k,no)=0;
k=no;
end
k=1,
no=RR(k,j);
if no~=0
while k~=;j %?2'nd while loop
no=RR(k,j);
la(k,no)=la(k,no)+ga(i,j);
if la(k,no)>=(C(k,no)*u)}
fprintf("\n Case %d Secondary Path Overflow link %d
%d,kkk k,no";,
la(k,no)=(C(k,no)*u);
end
k=no;
end %2'nd while loop
end
if no==0 %If Secondary Path doesn't exist
k=t1;
while k~=)
no=R(kj);
la(k,no)=la(k,no)+ga(ij);
if la(k,no)>=(C(k,no)*u)
lak,n0)=(C(i,)*u);
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end
k=no;
end
end
end  %Overflow using primary path
k=no;
end  %Primary Path (while)
end
end %lIf ga(1,))~=0
end
end
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% Average Network Delay
%Calculating the delay of all messages in the network

T=0;TT=0;den=0,
for 1=1:n,
for j=1:n,
if i~=
den=(u*C(1,j)-1a(1,}));
if den<=0
fprintf("\n\n Case %d Infinite delay Overflow on link %d %d' kkk,i);
% fprintf(fidl,\n\n Case %d Infinite delay Overflow on link %d
%d',kkk,1.1);
T=T+inf;
else
T=T+(la(1,))/den);
end
end
end
end
TT=T/gaa;
TAVG=[TAVG TT], %Delay for all cases

%Output File

tid=fopen(‘output3.m','w"),
fprintf(fid,"\n\n Successor Node Matrix (Primary route)\n');
for 1=1:n,

for j=1:n,

fprintf(fid,’ %d' ,R(1,j));

end
fprintf(fid,"n"),
end

fprintf(fid,"n\n Successor Node Matrix (Secondary route)\n');
for i=1:n,
for j=1'n,
fprintf(fid," %d’ RR(1,)));
end ,
fprintf(fid,"\n');
end
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forintf(fid,"\n\n Link Flows\n'),
for i=1:n,

for j=1:n,

forintf(fid,” %3.2¢  'la(iy));
.end
fprintf{fid,\n");
end

fprintf(fid,\n\n Network Average Delay\n');
fprintf(fid,'T Delay %d ', TT);
fclose(fid);
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APPENDIX A2

Calculating the Probability of the States
Generating the Probability Distribution Function

Calculating the Average Delay
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%Calculating the probability of no and single failures
%Calculating the Cumulative probability

tim=cputime,
cle;clg;
conn;PSK=[]:RPQ=[];CP=[];inn;SPSK=0;TPSK=0; TLM=0;TUM=0;
fid2=fopen('output2.m’,'w";
for 1=1:n,
for j=1+1n,
if A(1))==
RPQ(1j)=1/(10"5(1.)));
end
end
end
state2;
kkk=0;
fprintf('\n\nCase %d (No failure) Probability P %e ' kkk,pps);
fprintf{fid2,\n\nCase %d (No failure) Probability P %e ' kkk,pps);
kkk=1;
for m=1:n,
for ;2=11+1:n,
if A(11,)2)==1
nn,
S(1iij2)=inf;
S(2,11)=inf;
state?;
fprintf("\n\nCase %d Link %d %d Probability P %e
' kkk,111,)2,pps);
fprintf(fid2,"n\nCase %d Link %d %d Probability P %e
' kkk,111,j2,pps);
kkk=kkk+1: N
end
end
end

for i=1:length(PSK) %Calculating the Cumulative probability
SPSK=SPSK+PSK(i);
TPSK=TPSK+(PSK(i}*TAVG());
CP=[CP SPSK];

end
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(cputime-tim)/60

fprintf("\n\nProbability of No and Single failure Cases = %e',SPSK);
fprintf(fid2,"\n\nProbability of No and Single failure Cases Cases =
%e' SPSK);

figure(1)

plot(sort{TAVG1),CP)

title('Single and no failure delay'),...
xlabel('Average message delay (s)),...
ylabel('Cumulative Probability"),grid
text(.23,.93,'gama = 104 Kbps ")

fclose(fid2);
regb, |

%Calculating the probability of two failures at a time
%Calculating the Cumulative probability

tim=cputime;
clc;
conn;PSK=[];RPQ=[];CPP=[];inn;
kkk=1;
fid1=fopen('output6. m','w');
for 1=1:n,
for j=i+1:n,
if A(iy)=1
RPQ(i)=1/(10"8(.j));
end
end
end
for 11=1:n,
for j1=iii+1:n,
if A(iiigl)==1
nn;
S{1i1,j1)=1nf;
S(j1,1ii)=inf;
for I=11+1:n,
for lI=l+1:n,
if A(L,ID==1
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S(1,1D=inf;
S(11,1)=1nf;
state2;
fprintf("n\n Case %d link %d %d & %d %d Probability
%e' kkkiii,j1,1,11,pps);
fprintf(fidl,"\n\n Case %d link %d %d & %d %d Probability
%e' kkk 11131, L1Lpps);
kkk=kkk+1;
nn,
S(i1,j1 }=1nf;
S(j1,111)=inf;
end
end
end
end
end
end -
for 11=1:n,
for j1=11+1:n,
if Al jl)==
1nn;
S(in1,j1)=inf;
S(j1,111)=1nf;
for I=j1+1m,
if Ai,l)==1
S(iii,])=1inf;
S(1,ii1)=inf;
state?;
fprintf("\n\n Case %d link %d %d & %d %d Probability
%oe' kkk,i11,j1,1i1,1,pps);
fprintf(fid]l,"n\n Case %d link %d %d & %d %d Probability
%e' kkk,1i1,)1,1ii,1, pps);
kkk=kkk+1;
inn,
S(iii,j1)=inf;
S(j1,ii1)=inf;
end
end
end
end
end -

r

1{1

for i=1:length(PSK)
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SPSK=SPSK+PSK(1);

TPSK=TPSK+(PSK(1)*TAVG2(i));

CP=[CP SPSK]; = %Cumulative probability of no single and two
failures

CPP=|CPP SPSK]; %Cumulative probability of two failures
end
TPSK=TPSK/SPSK,
TLM=TPSK+(1-TPSK}*TAVGI1(1);
TUM=TPSK+(1-TPSK)*inf;

(cputime-tim)/60

fprintf("\n\nLower bound on expected average delay %e ', TLM),
fprintf("\nUpper bound on expected average delay %e ', TUM); :
fprintf(fid1,\n\nLower bound on expected average delay %e ', TLM);
fprintf(fid1,\nUpper bound on expected average delay %e ', TUM);,
fprintf("\n\nProbability of no single and two failure Cases = %e',SPSK);
fprintf{fid1,\n\nProbability of no single and two failure Cases =
%e',SPSK);

fprintf("\n\nAverage delay for all cases = %e',TPSK);
fprintf(fid1,\n\nAverage delay for all cases = %e', TPSK);

figure(2)

plot(sort(TAVG2),CPP),

title("Two failures at a time delay'),...
xlabel('Average message delay (s)"),...
ylabel('Cumulalative Probability"),grid
text(.23,.995,'gama = 104 Kbps";

figure(3)

plot(sort(TAVG),CP),

title('No Single and Two failures at a time delay'),...
xlabel('Average message delay (s)),...
ylabel('Cumulative Probability"),grid
text(.23,.93,'gama = 104 Kbps');

felose(fid1);
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%Calculating the probability of a network state

pps=1;RRRQ=0;
for 1=1:n,
for j=1+1:n,
if A(ig)y==1
if S(1,3)~=nf
RRRQ=I;
else
RRROQ=(1-RPQ{)YRPQ(i);
en
pps=pps*RPQ(1)*(RRRQ),
end
end
end
PSK=[PSK pps],
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APPENDIX A3

Plotting Results
Average Time versus Availability

Calculat.ion Time

Probability Distribution Function
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load amina.mat;load aminal .mat;load timmm.mat

AMINA={TO T1 T2-T3 T4]);UX=[.99 .95 9 .85 §&];
AMINAI=[TTO TT1 TT2 TT3 TT4];hh1=[tim] tin2];hh2=[timm]
timm?2];

cas=[1 2];

clg

figure(1)

plot(UX,AMINA,'y- UX,AMINA v+ UX, AMINA]L,'y-
LUX,AMINAL v+,

title('Average delay versus Availability’),...

xlabel(' Availability"),...

ylabel(' Average delay"),grid

gtext('104 Kbps");

gtext('128 Kbps"); -

figure(2)

plot{UX,AMINA,'y-, UX,AMINA,'y+",
title('Average delay versus Availability'),...
xlabel('Availability'),...

ylabel('Average delay"),grid

gtext('104 Kbps");

figure(3)

plot(UX,AMINAL,'y- ,UX,AMINAL,y+",
title('Average delay versus Availability"),...
xlabel('Availability"),...

ylabel('Average delay"),grid

gtext('128 Kbps');

figure(4)
plot(cas,hhl,'y-',cas,hhl,'y+' cas,hh2 'y~ cas hh2 'y+",
title('Calculation Time'),...

xlabel('Cases"),...

ylabel('Time in seconds"), grid

gtext('104 Kbps";

gtext('128 Kbps");

gtext('15 Link Network');
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clg
plot(sort{ TTAVG),CCCP,'vo',sort(SSAVG),SSCP,'yx',sort(FFAVG),FFCP,
v+ sort(XXAVG),XXCP,'y*, .. '
sort(TTAVG@G),CCCP,'y-',sort(SSAVG),SSCP,'y- sort(FFAVG),FFCP,'y-
'L Sort(XXAVG),XXCP,'y-",
title('No Single and Two failures at a time delay"),...
xlabel('Average message delay (s)'),...
ylabel('Cumulalative Probability"),grid
ax1s([0.052 0.252 0.55 .94]),
gtext('104 Kbps');
gtext('182 Kbps');
gtext('208 Kbps');
gtext('234 Kbps');
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APPENDIX A4
Sample of Input & Output File for Fig. 5.1
Connection Matrix
Successor que Matrix
Shortest Route Weight Matrix

Link Flows

Average Time in the System
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%Input file

%Connection matrix
n=10;

A=[0101000000;
1010010000;
0101101000,
1010100000;
0011000100,
0100001001;
0010010110;
0000101010,
0000001101,
0000010010];

%Network data

n=10;V=[123456789 10];u=1;

S=[0 4.345¢-4 inf 4.345¢e-4 nf inf inf inf inf inf;
4.345e-4 0 4.365¢-3 inf inf 9.691e-2 inf inf inf inf;

inf 4.365¢-3 0 2.228e-2 4.345e-4 inf 7.058¢-2 inf inf inf;
4.345e-4 inf 2.228¢-2 0 4 345e-4 1nf inf inf inf inf;

inf inf 4.345¢e-4 4 345¢-4 O inf inf 4.576¢-2 inf inf;

inf 9.691e-2 infinf inf 0 4.345e-4 inf inf 4.345¢-4;

inf inf 7.058e-2 inf inf 4.345e-4 0 4.345¢-4 4 345e-4 inf;
inf inf inf inf 4.576e-2 inf 4.345¢e-4 0 4.345¢-4 inf;

inf inf inf inf inf inf 4.345¢-4 4.345e-4 0 4.345¢e-4;

inf inf inf inf inf 4 345e-4 inf inf 4.345e-4 0];

C=50.*[ones(n)];

gaa=104;la=[zeros(n)];

ga=[zeros(n)];
ga(2,8)=.11*gaa;ga(8,2)=ga(2,8);ga(6,7)=.1*gaa;ga(7,6)=ga(6,7);
ga(4,10)=.16*gaa;ga(10,4)=ga(4,10);ga(3,9)=.13*gaa;ga(9,3)=ga(3,9);
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Output File for the No Failure Case (S1)

OO O OO OO OO o Wn

2
0
0
1
4
0
0
5
0
0

OO OO OO OO O,

0
0
2
0
0
0
3
7
0
0

uccess

o

004

o —

0
0
0
0
3
0
0
5
8
0

oo bh OO O OO0
OO O DO OO OO
OSSO0 OO O OO
OO OO\ O OO O
OO O D Q00

4

0
0
0
0
0
0
3
0
7
0

N OO W10 O N =
Lo Y e TN o Y aiie N oo Y o B e RS o Y oo Y ol

r Node Matnx (Primary route)

00

o I e BN o [ an [ e T« e T o LV B v ]
= DO D00 OO

uccessor Node Matrix (Secondary route)

Shortest Route Weight Matrix (S)

0.000000 0.000435 Inf 0.000435 Inf Inf Inf Inf Inf Inf
0.000435 0.000000 0.604365 Inf Inf 0.096910 Inf Inf Inf Inf
Inf 0.004365 0.000000 0.022280 0,000435 Inf 0.070580 Inf Inf
0.000435 Inf 0.022280 0.000000  0.000435 Inf Inf Inf Inf Inf

Inf
Inf
Inf
Inf
Inf
Inf

Inf 0.000435
0.096910 Inf
Inf 0.070580
Inf Inf Inf
Inf Inf Inf
Inf Inf Inf

0.000435 0.000000 Inf Inf 0.045760 Inf Inf
Inf Inf 0.000000 0.000435 Inf Inf 0.000435
Inf Inf 0.000435 0.000000 0.000435 0.000435
0.045766 Inf 0.000435 0.000000 0.000435 Inf
Inf Inf 0.000435 0.000435 0.000000 0.000435
Inf 0.000435 Inf Inf 0.000435 0.000000

Inf

Inf
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Link Flows
0.00 1144  0.00 1144
1144 000 000  0.00
0.00 000 000  0.00
11.44 000 000  0.00
0.00 000 1352  28.08
0.00 000 000  0.00
0.00 000 000  0.00
0.00 000 000  0.00
0.00 000 000  0.00
0.00 000 000 0.0

Network Average Delay

T Delay 1.822878¢-001

0.00
0.90
13.52
28.08
0.00
0.00
0.00
41.60
0.00
0.00

-119 -

0.00
0.00
0.00
0.00
0.00
0.00
10.40
0.00
0.00
0.00

0.00
0.00
0.00
0.00
0.00

10.40

0.00
0.00
0.00
0.00

]

[

cC2

0.00
0.00
0.00
0.00
41.60
0.00
0.00
0.00
30.16
0.00

-
(LM%
i

0.00
0.00
0.00
0.00
0.00
0.00
0.00
30.16
0.00
16.64

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
16.64
0.00
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